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Representation-Focused Training

Idea
• Training of deep networks consists in:
� Learning a representation of the inputs
� Classifying the inputs from their representation

• Given a pretrained network, optimizing the classifier is easy

Can we take advantage of separating the training of deep networks
into learning a feature representation and classifying the inputs?
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Representation-Focused Training

Overall training objective
Given n data input-output (xi , yi ) samples, solve

min
θ,W ,b

1

n

n∑
i=1

`(W>φ(xi , θ) + b, yi ) + Ω(θ,W ) ,

with Ω(θ,W ) some regularization term
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f (θ) := min
W ,b

1

n

n∑
i=1

`(W>φ(xi , θ)+b, yi )+Ω(θ,W ).
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Partially Minimized Objectives

Reduced objectives
Given an objective h(u, v), consider

f (u) = min
v

h(u, v)

Why?
• May accelerate optimization process
→ Wiberg algo. for matrix fact. (Wiberg 1976)

→ Pseudo-likelihood (Besag 1975)

Challenges for deep networks
• Here objective of the form

∑
i hi (u, v)

→ Amenable to stochastic optimization 3

• Reduced objective f (u) = minv

∑
i hi (u, v)

→ Breaks finite-sum structure...

Paths taken by gradient descent
on original objective vs. reduced objective

Idea: Consider computing reduced objective on mini-batches
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Biased Stochastic Gradient Descent on Reduced Objective

Algorithm
1. Compute reduced objective on mini-batch S ⊆ {1, . . . , n}

(given in closed form for, e.g., squared loss, squared penalization)

fS(θk) = min
W ,b

1

m

∑
i∈S

`(W>φ(xi , θk) + b, yi ) + Ω(θk ,W ),

2. Access gradient of fS(θ) by auto.-diff. and update

θk+1 = θk − γ∇fS(θk)

Analysis challenges
• Stochastic estimate ∇fS(θ) of f (θ) is biased: ES [∇fS(θ)] 6= ∇f (θ)
• But bias may be controlled by mini-batch size
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Convergence Analysis

Setup
• Squared loss `(ŷ , y) = (y − ŷ)2, regularization Ω(W , θ) = λ‖W ‖2

F + Ω(θ)
• Bounded, Lip. continuous feature rep. with

r = sup
θ,x
‖φ(x , θ)‖2 < +∞, ` = sup

θ,x
‖∇θφ(x , θ)‖2 < +∞.

Theorem

The mean squared error of the estimate ∇fS(θ) of ∇f (θ) is controlled as

E[‖∇fS(θ)−∇f (θ)‖2
2] ≤ O

(
n2qm`

2r 6/λ4
)
,

where qm = (n−m)/((n−1)m) for mini-batches S of size m.
After K iterations, for a stepsize γ ≤ 1/(2L) with L the smoothness of the
reduced objective f ,

min
k∈{0,...,K−1}

E‖∇f (θk)‖2 ≤ c
f (θ0)− f ∗

γK
+ O

(
n2qml

2r 6

λ4

)
,

with c a universal constant.
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Extension to Non-Squared Losses

Ultimate Layer Reversal (ULR) step
Given current parameters θk ,Wk , bk , step-size γ, mini-batch S

1. Compute predictions ŷi = φ(xi , θk)TWk + bk for i ∈ S

2. Compute quadratic approx. q`i (·; ŷi ) of `i = `(·, yi ) around ŷi for i ∈ S

3. Compute reduced objective S based on quad. approx.

fS(θ) = min
W ,b

1

m

∑
i∈S

q`i (W
>φ(xi , θ) + b; ŷi ) + Ω(θ,W )

4. Update parameters θk+1 = θk − γ∇fS(θk) with ∇fS(θk) given by auto-diff

5. Compute corresponding classifiers from the quadratic approx., i.e.,

Wk+1, bk+1 = arg min
W ,b

1

m

∑
i∈S

q`i (W
>φ(xi , θk+1) + b; ŷi )+Ω(θk+1,W )

7 / 10



Representation-Focused Training

Task
Image classification
with Convolutional Kernel Networks

Algorithms
• SGD on original obj.
• SGD on reduced obj. (ULR-SGO)

Results
→ Optimizing reduced objective

with biased gradient estimates can
lead to faster optim.

Plug-in Oracle
• Can use ∇fS(θ) in any algo.

such as Adam

LeNet-5 CKN on MNIST
with 8 filters/layer & 128 filters/layer

All-CNN-C CKN on CIFAR-10
with 8 filters/layer & 128 filters/layer

Squared loss
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Representation-Focused Training

Task
Image classification
with Convolutional Kernel Networks

Algorithms
• SGD on original obj.
• SGD on reduced obj. (ULR-SGO)

Results
→ Optimizing reduced objective

with biased gradient estimates can
lead to faster optim.

Plug-in Oracle
• Can use ∇fS(θ) in any algo.

such as Adam

LeNet-5 CKN on MNIST
with 8 filters/layer & 128 filters/layer

All-CNN-C CKN on CIFAR-10
with 8 filters/layer & 128 filters/layer

Logistic loss
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Representation-Focused Training

Task
Image classification
with Convolutional Kernel Networks

Algorithms
• SGD on original obj.
• SGD on reduced obj. (ULR-SGO)

Results
→ Optimizing reduced objective

with biased gradient estimates can
lead to faster optim.

Plug-in Oracle
• Can use ∇fS(θ) in any algo.

such as Adam
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Thank you
for your attention!
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Biased Stochastic Gradient Descent on Reduced Objective
• Denote Φ(X , θ) = (φ(x1, θ), . . . , φ(xn, θ))> ∈ Rn×d , objective is

min
θ,W ,b

1

2n
‖Φ(X , θ)W + 1n b

> − Y ‖2
F +

λ

2
‖W ‖2

F +
µ

2
‖θ‖2

2.

• Reduced objective is fS(θ)=hS(Z)+µ‖θ‖2
2/2, for Z = (z1, . . . , zn)>=Φ(X , θ),

hS(Z) =
1

2m
‖ZSWS − YS‖2

F +
λ

2
‖WS‖2

F ,

WS = (λ I +ΣS)−1CS ,

ΣS = CovS(z , z), CS = CovS(z , y),

Z>S = (δiS(zi−ES [z]))ni=1, Y>S = (δiS(yi−ES [y ]))ni=1,

• We then have that

∇hS(Z) =
1

m
(ZSWS − YS)W>S ,

and for j ∈ {1, . . . , p}, denoting gj,i = ∂φ(xi , θ)/∂θj ,

∂fS(θ)

∂θj
=

1

m

∑
i∈S

(W>S zS,i − yS,i )
>W>S gj,i + µθj ,

where zS,i = zi − ES [z], yS,i = yi − ES [y ].
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